## ECE 204 Numerical methods

## The bracketed secant method a.ka. the falsegposition method or regula falsi
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## Introduction

- In this topic, we will
- Describe a modification to the bisection method
- Find the root of the interpolating linear polynomial
- Try to determine the rate of convergence with an empirical example
- Discuss some differences
- Look at an implementation


## A secant line

- Suppose we have a real-valued function of a real variable and suppose that $a_{k}$ and $b_{k}$ are two points such that $f\left(a_{k}\right)$ and $f\left(b_{k}\right)$ have opposite signs
- If $f$ is continuous, then $f$ must have a root on $\left[a_{k}, b_{k}\right]$



## A secant line

- What is the root of the line connecting $\left(a_{k}, f\left(a_{k}\right)\right)$ and $\left(b_{k}, f\left(b_{k}\right)\right)$ ?

$$
\begin{aligned}
& f\left(a_{k}\right)+\frac{f\left(b_{k}\right)-f\left(a_{k}\right)}{b_{k}-a_{k}}\left(x-a_{k}\right) \\
& f\left(a_{k}\right)+\frac{f\left(b_{k}\right)-f\left(a_{k}\right)}{b_{k}-a_{k}}\left(x-a_{k}\right)=0 \\
& \frac{f\left(b_{k}\right)-f\left(a_{k}\right)}{b_{k}-a_{k}}\left(x-a_{k}\right)=-f\left(a_{k}\right) \\
& x-a_{k}=-f\left(a_{k}\right) \frac{b_{k}-a_{k}}{f\left(b_{k}\right)-f\left(a_{k}\right)} \\
& x=a_{k}-f\left(a_{k}\right) \frac{b_{k}-a_{k}}{f\left(b_{k}\right)-f\left(a_{k}\right)}
\end{aligned}
$$

## A secant line

- What is the root of the line connecting $\left(a_{k}, f\left(a_{k}\right)\right)$ and $\left(b_{k}, f\left(b_{k}\right)\right)$ ?
- This formula is usually simplified to

$$
r_{k} \leftarrow \frac{f\left(b_{k}\right) a_{k}-f\left(a_{k}\right) b_{k}}{f\left(b_{k}\right)-f\left(a_{k}\right)}
$$

- This, however, is subject to subtractive cancellation
- Thus, we will adopt

$$
\begin{aligned}
& r_{k} \leftarrow a_{k}-f\left(a_{k}\right) \frac{b_{k}-a_{k}}{f\left(b_{k}\right)-f\left(a_{k}\right)} \\
& r_{k} \leftarrow a_{k}-f\left(a_{k}\right) / f^{(1)}\left(a_{k}\right)
\end{aligned}
$$

## A secant line

- Thus, given two bounds $a_{k}$ and $b_{k}$ such that $f\left(a_{k}\right)$ and $f\left(b_{k}\right)$ have opposite signs
- Find the root

$$
r_{k} \leftarrow a_{k}-f\left(a_{k}\right) \frac{b_{k}-a_{k}}{f\left(b_{k}\right)-f\left(a_{k}\right)}
$$

- If $f\left(r_{k}\right)=0$, we have found a root, so we are done
- If $f\left(a_{k}\right)$ and $f\left(r_{k}\right)$ have opposite signs,

$$
\text { let } a_{k+1} \leftarrow a_{k} \text { and } b_{k+1} \leftarrow r_{k}
$$

- Otherwise, $f\left(r_{k}\right)$ and $f\left(b_{k}\right)$ have opposite signs, let $a_{k+1} \leftarrow r_{k}$ and $b_{k+1} \leftarrow b_{k}$


## A secant line

- How does convergence occur?
- One of the end-points usually becomes fixed
- Thus, in this example $b_{k}-a_{k}>b_{k}-r$
- In theory, the root could be arbitrarily close to the other end-point, so the maximum error could be $b_{k}-a_{k}$
- However, we will keep iterating until $r_{k}-a_{k}<\varepsilon_{\text {step }}$ or $b_{k}-r_{k}<\varepsilon_{\text {step }}$


Example

- Find the first root of $2 \mathrm{e}^{-2 x}-e^{-x}$
- The solution is $\ln (2)$



## Error analysis

- It seems the error is dropping by a factor of 0.65
- Thus is a constant times the previous error, so $\mathrm{O}(h)$
- The issue is that one end-point is fixed
- Solution?
- Alternate between the bracketed secant method and the bisection method


## Implementation

```
double bracketed_secant( double f( double x ), double a, double b,
    double eps_step, double eps_abs,
    unsigned int max_iterations ) {
assert( a < b );
double fa{ f( a ) };
double fb{ f( b ) };
if ( !std::isfinite( fa ) || !std::isfinite( fb ) ) {
    return NAN;
}
if ( fa == 0.0 ) {
        return a;
}
if ( fb == 0.0 ) {
    return b;
}
```


## Implementation

```
for ( unsigned int k{0}; k < max_iterations; ++k ) {
    double r{ a - fa*(b - a)/(fb - fa) }; // This avoids overflow
    double fr{ f( r ) };
    if ( !std::isfinite( fr ) ) {
        return NAN;
    }
    if ( fr == 0.0 ) {
        return r;
    } else if ( std::signbit( fa ) == std::signbit( fr ) ) {
    if ( ((r - a) < eps_step) && (std::abs( fr ) < eps_abs) ) {
        return r;
    }
                                    r}k=\mp@subsup{a}{k}{}<\mp@subsup{\varepsilon}{\mathrm{ step }}{}\mathrm{ and }|f(\mp@subsup{r}{k}{})|<\mp@subsup{\varepsilon}{\mathrm{ abs }}{},\mathrm{ return }\mp@subsup{r}{k}{
        a = r;
        fa = fr;
    } else {

\section*{Implementation}
```

    } else {
        if ( ((b - r) < eps_step) && (std::abs( fr ) < eps_abs) ) {
                return r;
        }
                        b
        b = r;
        fb = fr;
        }
    }
return NAN;

```
\}

\section*{Summary}
- Following this topic, you now
- Considered a modification to the bisection method
- Find the root of the interpolating linear polynomial
- Looked at an example
- Understood that the rate of convergence is no better than the bisection method
- Considered an implementation
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